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#### Abstract

Multipath fading effects are posing immense problems to transmitted signals over channels in wireless communication systems. These problems have to be corrected or controlled in order to have a reliable signal transmission in wirelesss communication channels. In order to overcome the problem of multipath fading effects, a reliable coding technique has to be engaged in the design of a wireless communication system. In this paper, a performance analysis of Convolutional and Gray coding techniques are investigated in terms of number of errors and bit error rates (BERs) using Rayleigh multipath channel. After the simulation of the two techniques, investigation reveals that convolutional coding is more preffered to Gray coding in a wireless communication system due to its low BERs.
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## 1. Introduction

In a wireless communication system, data is transmitted across a channel from a transmitter to a receiver. The channel is most often affected by the fading effects called noise. This noise affects the signal by introducing errors or distortion into the data being transmitted. In order to retrieve the original signal from the receiver with minimal or no errors, a good channel coding technique is employed. This is done by an error control encoder-decoder (codec) pair whose primary function is to enhance the reliability of a message during the transmission of information through a channel. At the front end of the receiver, the distorted transmitted signal is recovered. The number of bit errors and BERs of the recovered signal depends on the amount of noise and interference in the communication channel [1].
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There are various channel coding techniques used for error controls in wireless communication systems. Few of the available techniques are Convolutional coding and Gray coding. Convolutional codes are used for real time error correction (RTEC) while Gray coding, when combined with Forward Error Correction (FEC) codes, can aid in correction of erroneous reception of bits that spill into adjacent symbols. There are basically two popular error correcting schemes in communication systems: Forward Error Correction (FEC) and Automatic Repeat Request (ARR). These schemes can be used to improve the noisy output of the fading channel [2]. The performance analysis of Convolutional coding will be compared with that of Gray coding in terms of BERs. The technique that achieves lower number of bit errors or bit error rates will be adduced a preferred technique for implementation in the design of a wireless communication system. The two techniques will be simulated and their respective graphical reports presented.

## 2. PHYSICAL LAYER OF WIRELESS COMMUNICATION

A typical wireless communication system consists of the source, encoder, modulator, channel, demulator, decoder, and sink components. These components can be grouped into three blocks, namely: Transmitter, Channel and Receiver. The source, encoder and modulator form the transmitter block while the demodulator, decoder and sink form the receiver block. The source generates a stream of data, processed by a binary converter, encoded by the encoder, modulated by Mary Quadrature Amplitude Modulator (M-QAM) and transmitted across the channel. The source encoder compresses the source data in order to reduce the bandwidth required to transmit the signal while the channel encoder introduces redundancy aimed at protecting the information being transmitted over a fading channel so that the original information is recovered at the receiver. The complete block diagram of a typical wireless communication system is shown in Fig. 1.


Fig. 1 Block diagram of a wireless communication system

### 2.1 THE TRANSMITTER

The transmitter block of a wireless communication system consists of source and channel encoders. Source coding is a process of compressing the data into a required bandwidth before transmitting it across the channel. The tranmit data across the channel is susceptible to errors due to interference from other users, thermal noise and fading effects. Let

$$
\begin{equation*}
x(t)=M\left\{x b(t) e^{i 2 \pi t t}\right\} \tag{1}
\end{equation*}
$$

where $x_{b}(t)$ is the baseband signal, $f$ is the carrier frequency and $t$ is the time. The transmit signal reaches the receiver through multiple paths where $n^{\text {th }}$ path has an attenuation $a$ ${ }_{n}(t)$ and delay $\tau_{n}(t)$ [3]. The process of detecting and correcting these errors by applying coding to the transmitted bits is called channel coding. There are different types of coding techniques used in wireless communication systems. Some of these techniques are convolutional and gray codings.

In 3G and 4G wireless systems, QAM modulation, an attractive technique for achieving a high-rate transmission over wireless links without increasing bandwidth, is recommended. To function satisfactorily, QAM communication systems require high Signal-to-Noise ratio (SNR) to combat the harsh wireless environment [4]. Multiple access scheme can be used to transmit the modulated signal of different users with different spreading sequence across the same channel. The intermediate signal, composed of the superimposed chip streams of different users, entering the channel is called the baseband signal. The chipping or spreading sequence is shown in Fig. 2.


Fig. 2 Modulated signal chips

### 2.2 THE CHANNEL

Several transmitters send their encoded chip streams in the same frequency band and possibly at all instants across the channel. The transmission is a totally asynchronous process
since users can transmit their sequences at any instant. These signals are superimposed in the channel and attenuated in strength. The channel introduces a noise, commonly modeled as Additive White Gaussian Noise (AWGN) with a constant Bit power-to-Noise spectral density ratio ( $E_{b} / N_{o}$ ) into the signal. The Symbol power-to-Noise spectral density ratio (Es/No) is given as:

$$
\begin{equation*}
E s / N o(d B)=E b / N o(d B)+\log 10(k) \tag{2}
\end{equation*}
$$

where $k$ is bits per sample [5]. $E b / N o$ is closely related to the Carrier-to-Noise ratio (CNR), which is the Signal-to-Noise ratio (SNR) of the received signal after filtering, but just before detection.

$$
\begin{equation*}
C N R=E b / N o \quad x \quad f b / B \tag{3}
\end{equation*}
$$

Where $f b$ is the channel data rate and $B$ is the channel bandwidth. The equivalent logarithmic expression is given as:

$$
\begin{equation*}
C N R(d B)=10 \log 10\left(\frac{E b}{N o}\right)+10 \log 10\left(\frac{f b}{B}\right) \tag{4}
\end{equation*}
$$

The composite signal from the channel results from multiple signals bouncing off obstacles, suffering varying delays and attenuations and getting superimposed in chip streams. This is called the multipath effect. The multipath channel also introduces fading, called Rayleigh fading, which models scattered signal of wave between the transmitter and receiver, i.e. the attenuation of the different paths varies with time. The fading results from the relative motion of the transmitter and the receiver (Doppler Effect) or the movement of the reflectors in the path of the radio signals, especilally in urban environment. The received signal $y$ from the channel can be represented as:

$$
\begin{equation*}
y=h x+N_{o} \tag{5}
\end{equation*}
$$

where $N_{o}$ is the noise contributed by AWGN, $x$ is the transmitted symbols and $h$ is the Rayleigh fading response. For a simple AWGN channel without Rayleigh fading, the received signal is represented by:

$$
\begin{equation*}
y=x+N_{o} \tag{6}
\end{equation*}
$$

### 2.3 THE RECEIVER

The front-end of the receiver block is a demodulator and a chip-matched filter, which retrieves the baseband signal from the radio signal coming from the channel, for further processing. This continuous time baseband signal from the channel is converted to a discrete time signal by sampling the output of a filter matched to the chip waveform. Due to the asynchronous nature of the transmissions and the path delay introduced by the channel, the baseband signal corresponding to the bit-streams of different users is received in the receiver at different delayed instants by the multi-user detector. The mul-ti-user detector, however, needs the knowledge of the bit boundaries of all the users for detection. The channel estima-
tion, which is done by the channel parameter estimator, detects the arbitrary delay, magnitude and phase change introduced by the channel for all the users. The source and channel decoding are the receiver counterparts of the source and channel coding components in the transmitter block. The channel decoding extracts the bit stream and corrects some errors based on the property of the codes used. The source decoder decompresses the bits from the channel decoder. This corresponds to the original bit stream transmitted by the system. Thus the transmitted symbol $x$ can be recovered from the received signal $y$ by the process of equalization given by:

$$
\begin{align*}
& \hat{y}=\frac{y}{h}=\frac{h x+N o}{h}=x+z  \tag{7}\\
& y_{\text {real }}=\operatorname{real}(\hat{y})=\operatorname{real}(x+z) \tag{8}
\end{align*}
$$

where $z$ is still the AWGN noise except for the scaling factor $1 / h$ and $y_{\text {real }}$ is the real value of detected signal [6].

## 3. CONVOLUTIONAL CODING TECHNIQUE

Convolutional codes are highly used for real time error correction (RTEC) in communication systems. The codes can convert the entire bits (data) stream into a single codeword. The two popular error correcting schemes used in communication systems are Forward Error Correction (FEC) and Automatic Repeat Request (ARR) [7]. These schemes can be used to effect corrections on the noisy output of the fading channel. The main decoding strategy for convolutional codes is based widely on Viterbi algorithm. Convolutional codes are usually described by two parameters: the code rate and the constraint length. The code rate, $n / k$, is the ratio of the total number of bits ( $n$ ) passed into the convolutional encoder to the number of channel symbols $(k)$ output by the encoder in a given encoder cycle. The constraint length parameter, $L$, denotes the 'length' of the convolutional encoder [8]. The data bits are fed in small groups of $k$-bits at a time to the shift register. The output of encoded bits are obtained by modulo-2 addition (EX - OR operation) of the input data bits [9]. The input data is shifted into the shift register a single bit at a time producing an n-tuple output a single bit at a time producing an $n$-tuple output for each shift. The convolutional code has a rate, $R=n / k$, associated with the encoder and a transfer function $G(x)$ of $n x k$ matrix. The Convolutional encoder uses the coding trellis technique to encode the binary data stream at the code rate of $n / k$. This also describes the operation of the corresponding decoder, especially when a Vertibi Algorithm is followed [10], [11].

### 3.1 SIMULATION OF CONVOLUTIONAL CODING

In this paper, Matlab simulation tool will be used to simulate coding and decoding of a stream of randomly generated data given the constraint lengths and generator polynomials of the convolutional codes. The total number of bits being processed in the simulation is $n=5 \times 10^{5}$ while the oversampling
rate nsamp=4. The convolutional coding scheme with a code rate of $2 / 3$ is used. The signal source generates a binary data stream as a column vector $x$. A stem plot of the randomly generated signals is presented in Figs. 4.


Fig. 4 Plot of Random signals
The Encoder uses the convolutional coding trellis technique to encode the binary data stream at the code rate of 0.667 . The encoded bits in $x$ are converted to $k$-bit symbols using Gray mapping scheme before mapping to specific arrangement of points in the $16-$ QAM. The $16-$ QAM is a type of M-ary QAM where $M=16$. In 16 -QAM modulation scheme, 4 bit information per symbol can be sent across the channel [12].

$$
\begin{equation*}
k=\log _{2} M=\log _{2} 16=4 \tag{9}
\end{equation*}
$$

The mapped bits which are being converted to integers are stem plotted as shown in Fig. 5.


Fig. 5 Plot of Random svmbols

The 16-QAM modulator modulates the signal at filter order of 40 and rolloff factor of 0.25 . By using the Matlab command rrcfilter=rcosine(1,nsamp,'fir/sqrt',rolloff,delay), a square root raised cosine filter is applied to the unsampled transmitted signal. The impulse response and the eye diagram of filtered signal are created as shown in Figs. 6 and 7 respectively.


Fig. 6 Impulse response of filtered signal


Fig. 7 Eye diagram of filtered signal
The command ynoisy=awgn(ytx,snr,'measured') is used to send the filtered signal over the AWGN channel.The signal from the channel is received at the receiver input using the square root raised cosine filter. A scatter plot of received signal before and after filtering is shown in Fig. 8.


Fig. 8 Scatterplot of received signal

The 16-QAM demodulator is used to demodulate the received signal. At this point, the bit-to-symbol mapping done earlier on is undone while mapping decimal to binary. After decoding the convolutional codes, the BER is computed by comparing the transmitted binary stream ' $x$ ' and the received signal ' $z$ '. The computed BER $=4.6 \times 10^{-5}$ and the total number of errors $=29,250$ were recorded during the run of the simulation. A table of simulation results is presented in table 1.

Table 1: Simulation results for convolutionally coded signal

| $\begin{gathered} \mathrm{x} \\ \text { Bix } \end{gathered}$ | Encoded Eits | $X_{\text {s }} \mathrm{ym}$ Mapped | $\begin{gathered} \mathbf{Y} \\ \text { (modelated) } \end{gathered}$ | $\begin{gathered} \text { Yex } \\ \text { (Traxemiue) } \end{gathered}$ | Yeouisy <br> (AWGE chaved) | $\begin{gathered} \text { Yri } \\ \text { (Before filtering) } \end{gathered}$ | $\begin{gathered} \text { Yrx } \\ \text { (Aftorfilming) } \end{gathered}$ | $\begin{gathered} \mathrm{Ixym}_{\mathrm{ym}} \\ \text { (Demapped) } \end{gathered}$ | Decoded bits | $\begin{gathered} 2 \\ \text { bits } \end{gathered}$ | Paman mexim and Reanl |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\bigcirc$ | $\bigcirc$ | -1.0000-3.0000i | $0.4577+0.95258$ | 1.5178 - 1.1009i | $-2.9617+1.4712 i$ | -0.8468 - 3.0987i | - | - | 1 | $\cdot \mathrm{ML}=1.5$ |
| $\bigcirc$ | $\bigcirc$ | 6 | 3.0000-3.0000 | $0.3011+0.13351$ | 1.5552-1.7919i | $-1.8352-0.21371$ | 3.2059-3.0153i | 6 | 0 | 0 | ESH |
| - | 1 | 12 | -1.0000-1.0000 | -0.0444-0.7536i | 1.3599-1.1460i | -0.1652-1.8076i | -0.8539-1.1097i | 12 | 1 | 0 | $\mathrm{h}=8$ |
| - | 1 | 6 | $-1.0000-3.00003$ | -0.4457-1.5321i | 0.3565-1.6322i | 1.5327-3.0077i | -0.9283-1.9333i | 6 | 1 | 0 | $\Omega=5.5$ |
| $\bigcirc$ | 1 | 6 | $-1.0000-3.00003$ | -0.5052-20432i | $1.8207-13507 \mathrm{i}$ | 28159-3.62364 | -0.7678-2.6200i | 6 | 1 | $\bigcirc$ |  |
| 0 | 1 | 8 | -1.0000-1.0000i | $-1.0094-2.1955 i$ | 1.6340-0.7353i | $3.4257-3.6193 i$ | -0.5325-1.0033i | 8 | 1 | 0 | masmpa |
| - | 1 | 4 | $-1.0000+3.00003$ | -0.9507-1.9948i | $1.4795-0.16059$ | 3.2945-3.12413 | -0.7881+25053 | 4 | 1 | $\bigcirc$ | Coderms=0.657 |
| 1 | $\bigcirc$ | 9 | $1.0000+3.00008$ | -0.5790-1.4896i | $1.1865+1.00759$ | 25052-2.3556 | $0.4623+2.9041 i$ | 9 | 0 | 1 | Finserder 40 |
| 1 | - | 4 | $3.0000-1.00000$ | $0.0428-0.7565 i$ | $1.7985+1.9165 \mathrm{i}$ | 1.2284-1.5312i | $20938-1.03951$ | 4 | 0 | 1 | Ssisy=3 |
| $\bigcirc$ | - | 2 | $-3.0000+1.00003$ | $0.7478+0.0911 \mathrm{i}$ | $1.1410+1.3634 i$ | -0.3087-0.79301 | $-3.3466+1.45296$ | 2 | 0 | 0 | Rolloff=025 |
| 1 | 1 | - | $1.0000+3.00007$ | $1.3339+0.8927 \mathrm{i}$ | $0.3321+0.8115 \mathrm{~s}$ | $-1.8392-0.17097$ | $1.5444+3.01897$ | 0 | 1 | 1 | EbNos $=10$ |
| 1 | 1 | 8 | $3.0000+1.00006$ | $1.6200+1.5168 \mathrm{i}$ | $0.3342+1.1938 i$ | $-3.0580+0.4032 i$ | $25051+1.35139$ | 8 | 1 | 1 | Snr=5.2391. |
| 0 | 1 | 5 | $1.0000-3.00008$ | $1.5211+1.86989$ | -0.2171-0.0468i | $-3.5032+1.0385 i$ | 0.9143-28327i | 5 | 1 | 0 |  |
| 0 | 0 | 7 | $3.0000-3.00008$ | $1.1218+1.9309 \mathrm{i}$ | 0.2426-0.8142i | $-3.8407+1.5078 i$ | $3.2341-2.6321 \mathrm{i}$ | 7 | 0 | 0 |  |
| 1 | - | 9 | $-3.0000+3.00008$ | $0.6366+1.7627 \mathrm{i}$ | -0.1653-0.0735i | $-3.2020+2.6501 \mathrm{i}$ | $-2.9301+27322$ | 9 | 0 | 1 | Socdoly 3 3:2 |
| $\bigcirc$ | 0 | 7 | $-3.0000+1.00003$ | $0.3309+1.4647 \mathrm{i}$ | $0.0607+0.10951$ | $-2.0573+3.5151 i$ | $-2.4134+13602$ | 7 | 0 | 0 |  |
| 1 | 1 | 12 | $3.0000-3.00008$ | $0.3434+1.14258$ | $0.7149+1.11201$ | $-0.6812+4.1167 \mathrm{i}$ | 28891-3.75334 | 12 | 1 | 1 | $\mathrm{BER}=6.20040 .005$ |
| 1 | 1 | 0 | $3.0000+3.00001$ | $0.5931+0.8654 i$ | $0.9627+0.0637 \mathrm{i}$ | $0.6168+4.2990 \mathrm{i}$ | $2.9331+3.59401$ | - | 1 | 1 |  |
| 1 | - | 2 | -3.0000-1.0000i | $0.8030+0.6503 i$ | $2.3439+0.27401$ | $1.5849+3.9452 i$ | $-3.8470-1.5940 \mathrm{i}$ | 2 | - | 1 | trallis t= |
| 1 | 1 | 4 | $3.0000+1.00003$ | $0.6902+0.5431 i$ | $1.5898-0.05403$ | $20690+3.0383 i$ | $3.3146+1.0652 i$ | 4 | 1 | 1 | muerInpuas ymbols: 4 |
| 1 | 1 | 2 | $3.0000+1.00003$ | $0.1679+0.43577$ | 1.5804-0.702si | $2.0065+1.6624 i$ | $3.4123+1.46633$ | 2 | 1 | 1 | nom0 |
| 1 | 1 | 0 | $3.0000+3.00003$ | -0.6064 +0.3648i | $1.2970-1.4243 i$ | 1.4220-0.0059i | $2.9894+2.94971$ | $\bigcirc$ | 1 | 1 | memborprot Syerlibols: 8 |
| 0 | 1 | $\bigcirc$ | -3.0000-3.0000i | $-1.3148+0.3708 i$ | $1.0385-1.5369 \mathrm{i}$ | 0.4356-1.7371i | $-3.3146-3.6107 \mathrm{i}$ | - | 1 | 0 | cuentisme: 128 |
| - | - | 13 | $-3.0000+1.00003$ | $-1.6718+0.4584 i$ | 0.3576-0.6569i | -0.7286-3.2686i | $-2.6919+0.6833$ | 13 | - | 0 |  |
| 1 | 1 | 4 | 3.0000-1.0000i | $-1.5678+0.5885 i$ | $-1.3002+0.57264$ | $-1.7611-4.34606$ | 27204-0.93013 | 4 | 1 | 1 |  |
| 1 | 1 | $\bigcirc$ | $3.0000+1.00008$ | -1. $1282+0.7004 i$ | -2.2208-1.2418i | $-2.3220-4.7787 \mathrm{i}$ | $3.1841+0.83711$ | - | 1 | 1 |  |
| 0 | - | 15 | -3.0000-1.00006 | -0.6889+0.6929i | -0.8474-0.1245i | $-2.1672-4.45206$ | $-3.2547-1.16991$ | 15 | - | $\bigcirc$ |  |
| $\bigcirc$ | - | 4 | $-1.0000-1.00003$ | -0.3665 +0.5171i | $-1.1337+0.02304$ | $-1.2711-3.5044 i$ | $-1.2677-0.9515_{i}$ | 4 | - | - |  |
| - | - | - | - | - | - | - | - | - | - | - |  |
| - | - | - | - | - | - | - | - | - | - | - |  |

## 4. GRAY CODING TECHNIQUE

Gray coding is a form of coding technique used in many application such as encoders of absolute-position sensing and angle measurement systems. It is useful in systems where analog information is being converted to digital information or vice versa. Gray codes are often referred to as reflected codes, i.e. the adjacent symbols differ by only one bit from the other. The coding can aid in correction of erroneous reception of bits that spill into adjacent symbols. Digital modulation techniques
such as M-ary phase shift keying (M-PSK) and M-ary quadrature amplitude modulation (M-QAM) use Gray coding scheme to represent symbols that are modulated. To represent a binary code $\mathrm{d}_{1} \mathrm{~d}_{2} \ldots . \mathrm{d}_{\mathrm{n}-1} \mathrm{~d}_{\mathrm{n}}$ in its corresponding Gray code, the process starts with the less significant bit (LSB) or $\mathrm{d}_{\mathrm{n}}$, moving towards the most significant bit (MSB) or $d_{1}$. If $d_{n-1}$ is $1, d_{n}$ is replaced by $1-\mathrm{d}_{\mathrm{n}}$; otherwise it is left unchanged. The conversion process proceeds to $d_{n-1}$ and continues up to $d_{1}$, which is kept the same since $d_{0}$ is assumed to be 0 . The resulting code
$\mathrm{g}_{1} \mathrm{~g}_{2} \ldots \mathrm{~g}_{\mathrm{n}-1} \mathrm{~g}_{\mathrm{n}}$ is the Gray code. Similarly, converting Gray code $\mathrm{g}_{1} \mathrm{~g}_{2} \ldots . \mathrm{g}_{\mathrm{n}-1} \mathrm{~g}_{\mathrm{n}}$ to its corresponding binary code, the process starts from the $\mathrm{n}^{\text {th }}$ digit as follows:

$$
\begin{equation*}
\sum_{n}=\sum_{i=1}^{n-1} g i(\bmod 2) \tag{10}
\end{equation*}
$$

If $\sum_{n}$ is 1 , then $g_{n}$ is replaced by $1-\mathrm{g}_{n}$; otherwise it is left unchanged. The next computation is:

$$
\begin{equation*}
\sum_{n-1}=\sum_{i=1}^{n-2} g i(\bmod 2) \tag{11}
\end{equation*}
$$

The resulting binary code corresponds to the initial binary code $\mathrm{d}_{1} \mathrm{~d}_{2} \ldots . . \mathrm{d}_{\mathrm{n}-1} \mathrm{~d}_{\mathrm{n}}$ [13]. The following are simplified steps for converting the binary code $d_{1} d_{2} d_{3} d_{4}$ to Gray code $g_{1} g_{2} g_{3} g_{4}$ :

1. The binary MSB $d_{1}$, equals the Gray MSB $g_{1}$.
2. Gray bit $\mathrm{g}_{2}$ equals an Exclusive-OR of binary bits $\mathrm{d}_{1}$ and d 2 .
3. Gray bit $\mathrm{g}_{3}$ equals an Exclusive-OR of binary bits $\mathrm{d}_{2}$ and $\mathrm{d}_{3}$.
4. Gray bit $g_{4}$ equals an Exclusive-OR of binary bits $d_{3}$ and d4.
Similarly, the following steps apply to the conversion of Gray code $g_{1} g_{2} g_{3} g_{4}$ to binary code $d_{1} d_{2} d_{3} d_{4}$.
5. The Gray MSB $g_{1}$, equals the binary MSB $d_{1}$.
6. If the Gray bit $\mathrm{g}_{2}$ is 0 , the binary bit $\mathrm{d}_{2}$ equals the previous bit $d_{1}$. If bit $\mathrm{g}_{2}$ is 1 , then bit $\mathrm{d}_{2}$ equals the OR of bit $d_{1}$.
7. If Gray bit $\mathrm{g}_{3}$ is $0, \mathrm{~d}_{3}$ equals bit $\mathrm{d}_{2}$. If bit $\mathrm{g}_{3}$ is 1 , then bit $\mathrm{d}_{3}$ equals the OR of bit $\mathrm{d}_{2}$.
8. If Gray bit $\mathrm{g}_{4}$ is $0, \mathrm{~d}_{4}$ equals bit $\mathrm{d}_{3}$. If bit $\mathrm{g}_{4}$ is 1 , then bit $\mathrm{d}_{4}$ equals the OR of bit $\mathrm{d}_{3}$.
Table 2 shows the binary to Gray code conversion.
Table 2: table of binary and gray codes conversion

| DECMAL <br> VALUES | BINARY <br> CODES | GRAY <br> CODES | GRAY <br> VALUES |
| :---: | :---: | :---: | :---: |
| 0 | 000 | 000 | 0 |
| 1 | 001 | 001 | 1 |
| 2 | 010 | 011 | 3 |
| 3 | 011 | 010 | 2 |
| 4 | 100 | 110 | 6 |
| 5 | 101 | 111 | 7 |
| 6 | 110 | 101 | 5 |
| 7 | 111 | 100 | 4 |
| 8 | 1000 | 1100 | 12 |
| 9 | 1001 | 1101 | 13 |
| 10 | 1010 | 1111 | 15 |

### 4.1 SIMULATION OF GRAY CODED SIGNALS

This simulation includes coding and decoding of a stream of data $\mathrm{n}=3 \times 10^{4}$ with over sampling rate nsamp $=1$ and the size of signal constellation $\mathrm{M}=16$. The signal source generates a binary data stream ' $x$ ' as a column vector. The encoded bits in ' $x$ ' are converted to k -bit symbols using Gray coding conversion
scheme before mapping to specific arrangement of points in the 16-QAM (Quadrature amplitude modulator) constellation. The mapped bits are further converted to integers. Stem plots of the first 40 bits of random signals and the first 10 of the random symbols are presented in Figs. 9 and 10 respectively.


Fig. 9. Stem Plot random signals


Fig. 10 Stem plot of random symbols

The 16-QAM modulated signal is sent over the AWGN channel with spectral noise density $\mathrm{EbNo}=10 \mathrm{~dB}$, using the command ynoisy=awgn(ytx,snr,'measured'). A scatterplot of a noisy signal at the channel output is shown in Fig. 11.


Fig. 11 Scatterplot of received signal
The 16-QAM demodulator is used to demodulate the received signal at the receiver block. At this point, the bit-to-symbol mapping earlier done is demapped, while decimal to binary bits are mapped. Finally, after the received signal is converted from matrix to a vector form $z$, the BER is computed by comparing transmitted binary stream $x$ and the received signal $z$.

From the simulation result the computed BER $=0.0585$ and the ulation. number of errors=23 were recorded during the run of the sim-

Table 3: Simulation results for Gray coded signal

| X <br> Bits | $\begin{gathered} \text { Xsym } \\ \text { (Mapped) } \end{gathered}$ | Y (Modulated bits) | Vtx (Transmitted bits) | Ynoisy <br> (AWGN channel) | $\begin{gathered} \text { Vnx } \\ \text { (Received signal) } \end{gathered}$ | $Z_{\text {sym }}$ (Demodulated) | $\begin{gathered} \mathrm{Z} \\ \text { bits } \end{gathered}$ | Parameters and Results |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 13 | -1.0000-1.0000i | -3.0000-1.0000i | $2.7784+22744 i$ | -2.2402-0.7620i | 13 | 1 | $\mathrm{M}=16$ |
| 0 | 6 | $-1.0000+3.0000 i$ | $-1.0000+1.0000 \mathrm{i}$ | -0.1711-0.5200i | $-1.1142+0.5211 \mathrm{i}$ | 6 | 0 | $k=4$ |
| 1 | 8 | $1.0000+1.0000 \mathrm{i}$ | $-1.0000-1.0000 \mathrm{i}$ | $-1.0157+4.0991 \mathrm{i}$ | -0.5324-0.9025i | 8 | 1 | $\mathrm{h}=3$ |
| 0 | 11 | $3.0000-3.0000 \mathrm{i}$ | $-1.0000+1.0000 \mathrm{i}$ | $2.4398+0.8630 i$ | $-1.2476+12642 \mathrm{i}$ | 11 | 1 | $\mathrm{n}=5 \mathrm{e} 5$ |
| 1 | 11 | $-1.0000-1.0000 i$ | $-3.0000+3.0000 \mathrm{i}$ | $25611-29451 i$ | $-4.6569+28309 \mathrm{i}$ | 11 | 1 | nsempl 4 |
| 1 | 12 | $1.0000+1.0000 \mathrm{i}$ | $1.0000-3.0000 i$ | -0.9439-0.4288i | -0.3748-29785i | 12 | 1 | $\mathrm{EbN}=10$ |
| 1 | 4 | 1.0000-1.0000i | 3.0000-1.0000i | $-0.3247+1.7436 \mathrm{i}$ | $3.9020-0.7953 \mathrm{i}$ | 4 | 1 | Snrs=10 |
| 1 | 4 | $1.0000+3.0000 \mathrm{i}$ | -1.0000-1.0000i | $1.3684-1.092 \mathrm{i}$ | -1.1501-0.4670i | 4 | 1 | number_of_errors 29250 |
| 0 | 9 | $-3.0000+3.0000 i$ | $-3.0000+1.0000 \mathrm{i}$ | $-0.6977+2.6629 \mathrm{i}$ | $-3.4500+0.2287$ | 10 | 0 | bit_error_rate= 0.0585 |
| 1 | 3 | $3.0000-3.0000 \mathrm{i}$ | $1.0000-1.0000 i$ | $-2.6463+3.8932 i$ | 0.3591-1.6899i | 3 | 1 |  |
| 1 | 6 | $-1.0000-1.0000 i$ | -1.0000-3.0000i | $3.3505-24373 i$ | -0.8132-25081i | 6 | 1 |  |
| 1 | 1 | $-1.0000+1.0000 i$ | $1.0000+3.0000 i$ | -0.6431-1.1483i | $0.3932+2.7234 i$ | 1 | 1 |  |
| 1 | 14 | 1.0000-1.0000i | $3.0000-3.0000 i$ | -0.5715-0.0273i | $23616-2.1140 \mathrm{i}$ | 14 | 1 |  |
| 0 | 9 | $1.0000+3.0000 \mathrm{i}$ | $1.0000+1.0000 i$ | 1.3079 - $1.1996 i$ | $1.9136+0.4304 i$ | 9 | 0 |  |
| 1 | 14 | $-3.0000+3.0000 i$ | $1.0000-3.0000 i$ | $1.4031+26765 i$ | 0.9119-1.6211i | 15 | 1 |  |
| 1 | 2 | $1.0000+3.0000 \mathrm{i}$ | $1.0000-3.0000 i$ | $-23364+3.5301 i$ | $1.5027-1.8719 \mathrm{i}$ | 2 | 1 |  |
| 1 | 6 | $-1.0000-3.0000 i$ | 3.0000-3.0000i | $1.4739+3.2222 \mathrm{i}$ | 20813-29285i | 6 | 1 |  |
| 0 | 15 | $-3.0000+1.0000 i$ | $-1.0000+3.0000 \mathrm{i}$ | -1.1892-3.1192i | $-2.2314+22695 \mathrm{i}$ | 15 | 0 |  |
| 1 | 11 | $-1.0000-1.0000 i$ | 3.0000-3.0000i | $-26536+1.0845 i$ | 3.3013-2.6089i | 11 | 1 |  |
| 0 | 10 | $-3.0000+1.0000 i$ | 1.0000-1.0000i | -1.3455-1.1540i | $0.6909-0.7229 \mathrm{i}$ | 13 | 0 |  |
| 1 | 15 | 3.0000-1.0000i | 3.0000-1.0000i | $-2.7050+1.2094 i$ | 20961-1.7288i | 15 | 1 |  |
| 1 | 5 | $1.0000+3.0000 \mathrm{i}$ | $1.0000+1.0000 i$ | $3.4805-0.6742 \mathrm{i}$ | $20290+1.4857 \mathrm{i}$ | 5 | 1 |  |
| 0 | 8 | 1.0000-1.0000i | $1.0000-3.0000 i$ | $1.1927+25769 \mathrm{i}$ | $0.2510-3.5551 \mathrm{i}$ | 9 | 0 |  |
| 0 | 8 | $-3.0000+3.0000 i$ | 3.0000-3.0000i | -0.1847-1.8072i | $29865-1.5332 \mathrm{i}$ | 8 | 0 |  |
| 1 | 10 | $3.0000+3.0000 \mathrm{i}$ | $-1.0000+3.0000 \mathrm{i}$ | $-28118+2.5503 i$ | $-1.4726+3.0405 \mathrm{i}$ | 9 | 1 |  |
| 1 | 14 | $1.0000+1.0000 \mathrm{i}$ | $-1.0000+1.0000 \mathrm{i}$ | $3.2878+25785 \mathrm{i}$ | $-23516+15652 \mathrm{i}$ | 14 | 1 |  |
| 0 | 14 | $-1.0000-3.0000 i$ | $-3.0000-3.0000 \mathrm{i}$ | $0.4565+3.1984 i$ | -3.3912-10305i | 14 | 0 |  |
| 0 | 14 | $-1.0000+3.0000 i$ | $-3.0000+3.0000 \mathrm{i}$ | -0.1348-3.3138i | $-3.4342+25507 \mathrm{i}$ | 14 | 0 |  |
| 1 | 10 | $3.0000+3.0000 \mathrm{i}$ | $1.0000+3.0000 i$ | $-1.3544+3.0714 i$ | $13785+3.4380 \mathrm{i}$ | 10 | 1 |  |
| $\cdots$ | . | . |  |  | - .. | ${ }_{*}$ | $\cdots$ |  |
| .. | . | $\cdots$ |  |  | .. | 4 | .. |  |

## 5. CONCLUSION

In this paper, simulations of convolutional coding and Gray coding were carried out and the performance results presented. From the performance analysis, the convolutional coding technique is more efficient than Gray coding in their applications in wireless communication system. The convolutional coding has a lower number of bit errors and BERs in a multipath fading channel than its counterpart. This work offers an insight into the development of more efficient technique for coding signals in a wireless communication system. The convolutional encoder provides an effective error control mechanism with low BERs. An effective encoding technique such as this is an important element in the development of wireless communication system.
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## APPENDIX

## A. PROGRAM FOR CONVOLUTIONAL CODING

\% Convolutional coding technique
$M=16$; \% Size of signal constellation
$\mathrm{k}=\log 2(\mathrm{M}) ; \%$ Number of bits per symbol
$\mathrm{n}=5 \mathrm{e} 5 ; \%$ Number of bits being processed
nsamp $=4 ; \%$ Oversampling rate
$\mathrm{x}=\operatorname{randint}(\mathrm{n}, 1)$; \% Random bit stream as column vector stem(x(1:40),'filled'); title('Random Bits'); xlabel('Bit Index'); ylabel('Binary Value'); \%Stem plot the first 40 data bits.
\% Define a convolutional coding trellis for encoding the data
$\mathrm{t}=$ poly2trellis([5 4],[23 $350 ; 05$ 13]); \% Trellis
code $=$ convenc $(x, t) ;$ coderate $=2 / 3 ; \%$ Encode.
\% Define a vector for mapping bits to symbols.
mapping = [0132457612131514891110].';
$\%$ Do ordinary binary-to-decimal mapping.
xsym = bi2de(reshape(code,k,length(code)/k).','left-msb');
\% Map codes using Gray mapping scheme
xsym=mapping(xsym +1 );
\% Stem Plot the first 40 symbols.
figure; stem(xsym(1:40)); title('Random Symbols'); xlabel('Symbol Index'); ylabel('Integer Value');
$\mathrm{y}=\mathrm{qammod}(\mathrm{xsym}, \mathrm{M}) ;$ \% Modulate using 16-QAM Modulator. filtorder $=40 ; \%$ Define Filter order for filtering delay=filtorder/(nsamp*2); \% Group delay (input samples) rolloff $=0.25 ; \%$ Rolloff factor of filter \% Create a square root raised cosine filter. rrcfilter $=$ rcosine(1,nsamp,'fir/sqrt',rolloff,delay); figure; impz(rrcfilter,1); \% Plot impulse response. \% Upsample and apply square root raised cosine filter. $\mathrm{ytx}=\operatorname{rcosflt}(\mathrm{y}, 1, \mathrm{nsamp}$, 'filter',rrcfilter $)$;
\% Create eye diagram for part of filtered signal. eyediagram(ytx(1:2000),nsamp*2);
\% Sending signal over an AWGN Channel
$\mathrm{EbNo}=10 ; \%$ Ratio of bit power-to-noise spectral density snr $=\mathrm{EbNo}+10^{*} \log 10\left(\mathrm{k}^{*}\right.$ coderate) $-10^{*} \log 10(\mathrm{nsamp})$; ynoisy = awgn(ytx,snr,'measured');
\% Filter received signal using square root raised cosine filter.
yrx = rcosflt(ynoisy,1,nsamp,'Fs/filter',rrcfilter);
yrx = downsample(yrx,nsamp); \% Downsample.
$\operatorname{yrx}=\operatorname{yrx}\left(2^{*}\right.$ delay $+1:$ end- $2^{*}$ delay $)$; $\%$ Account for delay.
\% Scatter Plotting received signal before and after filtering.
$\mathrm{h}=$ scatterplot(sqrt(nsamp)${ }^{*}$ ynoisy(1:nsamp*5e3),nsamp,0,'g.');
hold on; scatterplot(yrx(1:5e3),1,0,'kx',h);
title('Received Signal, Before and After Filtering');
legend('Before Filtering','After Filtering');
axis([-5 5-5 5]); \% Set axis ranges.
zsym=qamdemod(yrx,M); \% Demodulate using 16-QAM.
\% Symbol-to-Bit Mapping
[dummy demapping] = sort(mapping);
\% Initially, demapping has values between 1 and M .
\% Subtract 1 to obtain values between 0 and M-1.
demapping = demapping - 1;
zsym = demapping $(z s y m+1)$; \% Gray to binary mapping.
z = de2bi(zsym,'left-msb'); \% Decimal-to-binary mapping.
\% Convert z from matrix to vector.
$\mathrm{z}=$ reshape(z.', prod $(\operatorname{size}(\mathrm{z})), 1) ; \%$ Convert z in matrix to vector.
$\mathrm{tb}=16$; \% Traceback length for convolutional decoding
z = vitdec(z,t,tb,'cont','hard'); \% Decode.
\% Compare $x$ and $z$ to compute the number of errors and BER
decdelay $=2^{*}$ tb; \% Decoder delay, in bits
[number_of_errors,bit_error_rate] = ...
biterr(x(1:end-decdelay),z(decdelay+1:end))

## B. MATLAB PROGRAM FOR GRAY CODING

\% Gray coding technique
$M=16$; \% Size of signal constellation
$\mathrm{k}=\log 2(\mathrm{M}) ; \%$ Number of bits per symbol
$\mathrm{n}=3 \mathrm{e} 4 ; \%$ Number of bits to process
nsamp $=1$; \% Oversampling rate
$\mathrm{x}=\operatorname{randint}(\mathrm{n}, 1) ; \%$ Create random column vector bit stream
stem(x(1:40),'filled'); title('Random Bits'); xlabel('Bit Index');
ylabel('Binary Value'); \% Plot the first 40 bits in a stem plot.
\% Bit-to-Symbol Mapping
mapping $=[01324576121315148911$ 10].';
\% Ordinary binary-to-decimal mapping.
xsym = bi2de(reshape(x,k,length(x)/k).','left-msb');
xsym $=$ mapping $(x s y m+1) ;$ \% Binary to Gray mapping.
\% Stem Plot the first 10 symbols
figure; stem(xsym(1:10)); title('Random Symbols');
xlabel('Symbol Index'); ylabel('Integer Value');
$\mathrm{y}=\mathrm{qammod}(\mathrm{xsym}, \mathrm{M}) ; \%$ Modulation using 16-QAM.
$y t x=y ; \%$ Transmit Signal
$\mathrm{EbNo}=10 ; \%$ spectral noise density in dB
$\mathrm{snr}=\mathrm{EbNo}+10^{*} \log 10(\mathrm{k})-10^{*} \log 10(\mathrm{nsamp})$;
\% Send signal over AWGN Channel
ynoisy = awgn(ytx,snr,'measured');
yrx = ynoisy; \% Received Signal
\% Scatter plot received and transmitted signals.
h = scatterplot(yrx(1:nsamp*5e3),nsamp,0,'g.'); hold on; scatterplot(ytx(1:5e3),1,0,' $\left.\mathrm{k}^{* \prime}, \mathrm{~h}\right)$; title('Received Signal');
legend('Received Signal','Signal Constellation');
axis([-5 5-5 5]); hold off \% Set axis ranges.
zsym = qamdemod(yrx,M); \% Demodulation using 16-QAM.
\% \% Symbol-to-Bit Demapping
[dummy demapping] = sort(mapping);
\% Initially, demapping has values between 1 and M.
$\%$ Subtract 1 to obtain values between 0 and $\mathrm{M}-1$.
demapping = demapping -1;
zsym = demapping(zsym+1); \% Gray to binary mapping.
$\mathrm{z}=$ de2bi(zsym,'left-msb'); \% Decimal-to-binary mapping.
$\mathrm{z}=\operatorname{reshape}(\mathrm{z}$. ', $\operatorname{prod}(\operatorname{size}(\mathrm{z})), 1) ;$ \% Convert z in matrix to vector.
$\%$ Compare $x$ and $z$ to compute the number of errors and BER. [number_of_errors,bit_error_rate] = biterr(x,z)


