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Performance Analysis of Convolutional and Gray 
Coding Techniques in Wireless Communications 
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Abstract—Multipath fading effects are posing immense problems to transmitted signals over channels in wireless communication systems. These prob-
lems have to be corrected or controlled in order to have a reliable signal transmission in wirelesss communication channels. In order to overcome the 
problem of multipath fading effects, a reliable coding technique has to be engaged in the design of a wireless communication system. In this paper, a 
performance analysis of Convolutional and Gray coding techniques are investigated in terms of number of errors and bit error rates (BERs) using Ray-
leigh multipath channel. After the simulation of the two techniques, investigation reveals that convolutional coding is more preffered to Gray coding in 
a wireless communication system due to its low BERs. 
  
Keywords – Convolutional coding, Gray coding, BER, AGWN channel, Rayleigh multipath fading channel. 

——————————      —————————— 

1. INTRODUCTION

n a wireless communication system, data is transmitted 
across a channel from a transmitter to a receiver. The 
channel is most often affected by the fading effects called 

noise. This noise affects the signal by introducing errors or 
distortion into the data being transmitted. In order to retrieve 
the original signal from the receiver with minimal or no errors, 
a good channel coding technique is employed. This is done by 
an error control encoder-decoder (codec) pair whose primary 
function is to enhance the reliability of a message during the 
transmission of information through a channel.  At the front 
end of the receiver, the distorted transmitted signal is recov-
ered. The number of bit errors and BERs of the recovered sig-
nal depends on the amount of noise and interference in the 
communication channel [1].  
 

———————————————— 

 
 
 

There are various channel coding techniques used for error 
controls in wireless communication systems. Few of the avail-
able techniques are Convolutional coding and Gray coding. 
Convolutional codes are used for real time error correction 
(RTEC) while Gray coding, when combined with Forward 
Error Correction (FEC) codes, can aid in correction of errone-
ous reception of bits that spill into adjacent symbols. There are 
basically two popular error correcting schemes in communica-
tion systems: Forward Error Correction (FEC) and Automatic 
Repeat Request (ARR). These schemes can be used to improve 
the noisy output of the fading channel [2]. The performance 
analysis of Convolutional coding will be compared with that 
of Gray coding in terms of BERs. The technique that achieves 
lower number of bit errors or bit error rates will be adduced a 
preferred technique for implementation in the design of a 
wireless communication system. The two techniques will be 
simulated and their respective graphical reports presented.  
 
2. PHYSICAL LAYER OF WIRELESS COMMUNICATION 
    A typical wireless communication system consists of the 
source, encoder, modulator, channel, demulator, decoder, and 
sink components. These components can be grouped into 
three blocks, namely: Transmitter, Channel and Receiver. The 
source, encoder and modulator form the transmitter block 
while the demodulator, decoder and sink form the receiver 
block. The source generates a stream of data, processed by a 
binary converter, encoded by the encoder, modulated by M-
ary Quadrature Amplitude Modulator (M-QAM) and trans-
mitted across the channel. The source encoder compresses the 
source data in order to reduce the bandwidth required to 
transmit the signal while the channel encoder introduces re-
dundancy aimed at protecting the information being transmit-
ted over a fading channel so that the original information is 
recovered at the receiver. The complete block diagram of a 
typical wireless communication system is shown in Fig. 1. 
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2.1 THE TRANSMITTER 

The transmitter block of a wireless communication system 
consists of source and channel encoders. Source coding is a 
process of compressing the data into a required bandwidth 
before transmitting it across the channel. The tranmit data 
across the channel is susceptible to errors due to interference 
from other users, thermal noise and fading effects. Let 

x(t)=ℜ{xb(t)ej2πft}   ( 1) 
where xb(t) is the baseband signal, f is the carrier frequency 
and t is the time. The transmit signal reaches the receiver 
through multiple paths where nth path has an attenuation ɑ
n(t) and delay τn(t) [3]. The process of detecting and cor-
recting these errors by applying coding to the transmitted bits 
is called channel coding. There are different types of coding 
techniques used in wireless communication systems. Some of 
these techniques are convolutional and gray codings.  

In 3G and 4G wireless systems, QAM modulation, an attrac-
tive technique for achieving a high-rate transmission over 
wireless links without increasing bandwidth, is recommend-
ed. To function satisfactorily, QAM communication systems 
require high Signal-to-Noise ratio (SNR) to combat the harsh 
wireless environment [4]. Multiple access scheme can be used 
to transmit the modulated signal of different users with differ-
ent spreading sequence across the same channel. The interme-
diate signal, composed of the superimposed chip streams of 
different users, entering the channel is called the baseband 
signal. The chipping or spreading sequence is shown in Fig. 2. 

 

 

 
 
2.2 THE CHANNEL 

Several transmitters send their encoded chip streams in the 
same frequency band and possibly at all instants across the 
channel. The transmission is a totally asynchronous process 

since users can transmit their sequences at any instant. These 
signals are superimposed in the channel and attenuated in 
strength. The channel introduces a noise, commonly modeled 
as Additive White Gaussian Noise (AWGN) with a constant 
Bit power-to-Noise spectral density ratio (Eb/No) into the sig-
nal. The Symbol power-to-Noise spectral density ratio (Es/No) 
is given as: 

 
where k is bits per sample [5]. Eb/No is closely related to the 
Carrier-to-Noise ratio (CNR), which is the Signal-to-Noise ra-
tio (SNR) of the received signal after filtering, but just before 
detection. 

  
Where  𝑓𝑓 is the channel data rate and B is the channel band-
width. The equivalent logarithmic expression is given as: 

 
The composite signal from the channel results from multiple 
signals bouncing off obstacles, suffering varying delays and 
attenuations and getting superimposed in chip streams. This is 
called the multipath effect. The multipath channel also intro-
duces fading, called Rayleigh fading, which models scattered 
signal of wave between the transmitter and receiver, i.e. the 
attenuation of the different paths varies with time. The fading 
results from the relative motion of the transmitter and the re-
ceiver (Doppler Effect) or the movement of the reflectors in the 
path of the radio signals, especilally in urban environment. 
The received signal y from the channel can be represented as: 

 
where No is the noise contributed by AWGN, x is the transmit-
ted symbols and h is the Rayleigh fading response. For a sim-
ple AWGN channel without Rayleigh fading, the received sig-
nal is represented by: 

 
 
2.3 THE RECEIVER 

The front-end of the receiver block is a demodulator and a 
chip-matched filter, which retrieves the baseband signal from 
the radio signal coming from the channel, for further pro-
cessing. This continuous time baseband signal from the chan-
nel is converted to a discrete time signal by sampling the out-
put of a filter matched to the chip waveform. Due to the asyn-
chronous nature of the transmissions and the path delay in-
troduced by the channel, the baseband signal corresponding to 
the bit-streams of different users is received in the receiver at 
different delayed instants by the multi-user detector. The mul-
ti-user detector, however, needs the knowledge of the bit 
boundaries of all the users for detection. The channel estima-

Fig.1 Block diagram of a wireless communication system 

Fig. 2  Modulated signal chips 

 

𝐸𝐸/𝑁𝑁(𝑑𝑑) = 𝐸𝑓/𝑁𝑁(𝑑𝑑) + 𝑙𝑁𝑙10(𝑘)      (2) 

𝐶𝑁𝐶 = 𝐸𝑓/𝑁𝑁  𝑥   𝑓𝑓/𝑑    (3) 

𝐶𝑁𝐶(𝑑𝑑) =  10𝑙𝑁𝑙10(𝐸𝐸
𝑁𝑁

) + 10𝑙𝑁𝑙10(𝑓𝐸
𝐵

)        (4) 

y = hx + No    (5) 

y = x + No    (6) 
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tion, which is done by the channel parameter estimator, de-
tects the arbitrary delay, magnitude and phase change intro-
duced by the channel for all the users. The source and channel 
decoding are the receiver counterparts of the source and 
channel coding components in the transmitter block. The 
channel decoding extracts the bit stream and corrects some 
errors based on the property of the codes used. The source 
decoder decompresses the bits from the channel decoder. This 
corresponds to the original bit stream transmitted by the sys-
tem. Thus the transmitted symbol x can be recovered from the 
received signal y by the process of equalization given by: 

 
where z is still the AWGN noise except for the scaling factor 
1/h and yreal is the real value of detected signal [6]. 
 
3. CONVOLUTIONAL CODING TECHNIQUE 

Convolutional codes are highly used for real time error 
correction (RTEC) in communication systems. The codes can 
convert the entire bits (data) stream into a single codeword. 
The two popular error correcting schemes used in communi-
cation systems are Forward Error Correction (FEC) and Auto-
matic Repeat Request (ARR) [7]. These schemes can be used to 
effect corrections on the noisy output of the fading channel. 
The main decoding strategy for convolutional codes is based 
widely on Viterbi algorithm. Convolutional codes are usually 
described by two parameters: the code rate and the constraint 
length. The code rate, n/k, is the ratio of the total number of 
bits (n) passed into the convolutional encoder to the number of 
channel symbols (k) output by the encoder in a given encoder 
cycle. The constraint length parameter, L, denotes the ‘length’ 
of the convolutional encoder [8]. The data bits are fed in small 
groups of k-bits at a time to the shift register. The output of 
encoded bits are obtained by modulo-2 addition (EX – OR op-
eration) of the input data bits [9]. The input data is shifted into 
the shift register a single bit at a time producing an n-tuple 
output a single bit at a time producing an n-tuple output for 
each shift. The convolutional code has a rate, R=n/k, associated 
with the encoder and a transfer function G(x) of nxk matrix. 
The Convolutional encoder uses the coding trellis technique to 
encode the binary data stream at the code rate of n/k .This also 
describes the operation of the corresponding decoder, espe-
cially when a Vertibi Algorithm is followed [10], [11]. 
 
3.1 SIMULATION OF CONVOLUTIONAL CODING 

In this paper, Matlab simulation tool will be used to simu-
late coding and decoding of a stream of randomly generated 
data given the constraint lengths and generator polynomials of 
the convolutional codes. The total number of bits being pro-
cessed in the simulation is n=5x105 while the oversampling 

rate nsamp=4. The convolutional coding scheme with a code 
rate of 2/3 is used. The signal source generates a binary data 
stream as a column vector x. A stem plot of the randomly gen-
erated signals is presented in Figs. 4. 

 

 
The Encoder uses the convolutional coding trellis technique to 
encode the binary data stream at the code rate of 0.667. The 
encoded bits in x are converted to k-bit symbols using Gray 
mapping scheme before mapping to specific arrangement of 
points in the 16-QAM. The 16-QAM is a type of M-ary QAM 
where M=16. In 16-QAM modulation scheme, 4 bit infor-
mation per symbol can be sent across the channel [12]. 

  
The mapped bits which are being converted to integers are 
stem plotted as shown in Fig. 5. 
 

 
 
The 16-QAM modulator modulates the signal at filter order of 
40 and rolloff factor of 0.25. By using the Matlab command 
rrcfilter=rcosine(1,nsamp,’fir/sqrt’,rolloff,delay), a square root 
raised cosine filter is applied to the unsampled transmitted 
signal. The impulse response and the eye diagram of filtered 
signal are created as shown in Figs. 6 and 7 respectively.  
 

 
 

 

ŷ  = 𝑦
ℎ

 =  ℎ𝑥+𝑁𝑁
ℎ

 =  𝑥 + 𝑧   (7) 
 

yreal = real(ŷ) = real(x + z)   (8) 
Fig. 4 Plot of Random signals 

k = log2M = log216 = 4   (9 ) 

Fig. 5 Plot of Random symbols 
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Fig. 6 Impulse response of filtered signal 
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The command ynoisy=awgn(ytx,snr,’measured’) is used to send 
the filtered signal over the AWGN channel.The signal from the 
channel is received at the receiver input using the square root 
raised cosine filter. A scatter plot of received signal before and 
after filtering is shown in Fig. 8.  
 

 
 
The 16-QAM demodulator is used to demodulate the received 
signal. At this point, the bit-to-symbol mapping done earlier 
on is undone while mapping decimal to binary. After decod-
ing the convolutional codes, the BER is computed by compar-
ing the transmitted binary stream ‘x’ and the received signal 
‘z’. The computed BER = 4.6x10-5 and the total number of er-
rors = 29,250 were recorded during the run of the simulation. 
A table of simulation results is presented in table 1. 

Table 1: Simulation results for convolutionally coded signal 

 
4.  GRAY CODING TECHNIQUE 
Gray coding is a form of coding technique used in many ap-
plication such as encoders of absolute-position sensing and 
angle measurement systems. It is useful in systems where ana-
log information is being converted to digital information or 
vice versa. Gray codes are often referred to as reflected codes, 
i.e. the adjacent symbols differ by only one bit from the other. 
The coding can aid in correction of erroneous reception of bits 
that spill into adjacent symbols. Digital modulation techniques  

 
such as M-ary phase shift keying (M-PSK) and M-ary quadra-
ture amplitude modulation (M-QAM) use Gray coding 
scheme to represent symbols that are modulated. To represent 
a binary code d1d2….dn-1 dn in its corresponding Gray code, 
the process starts with the less significant bit (LSB) or dn, mov-
ing towards the most significant bit (MSB) or d1. If dn-1 is 1, dn 
is replaced by 1-dn; otherwise it is left unchanged. The conver-
sion process proceeds to dn-1 and continues up to d1, which is 
kept the same since d0 is assumed to be 0. The resulting code 

Fig. 7 Eye diagram of filtered signal 

Fig. 8 Scatterplot of received signal 
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g1g2….gn-1gn is the Gray code. Similarly, converting Gray code 
g1g2….gn-1gn to its corresponding binary code, the process 
starts from the nth digit as follows: 

 
If  ∑𝑛  is 1, then gn is replaced by 1-gn; otherwise it is left 
unchanged. The next computation is: 

 
The resulting binary code corresponds to the initial binary 
code d1d2…..dn-1dn [13]. The following are simplified steps for 
converting the binary code d1d2d3d4 to Gray code g1g2g3g4: 
1. The binary MSB d1, equals the Gray MSB g1. 
2. Gray bit g2 equals an Exclusive-OR of binary bits d1 and 

d2. 
3. Gray bit g3 equals an Exclusive-OR of binary bits d2 and 

d3. 
4. Gray bit g4 equals an Exclusive-OR of binary bits d3 and 

d4. 
Similarly, the following steps apply to the conversion of Gray 
code g1g2g3g4 to binary code d1d2d3d4. 
1. The Gray MSB g1, equals the binary MSB d1. 
2. If the Gray bit g2 is 0, the binary bit d2 equals the previous 

bit d1.  If bit g2 is 1, then bit d2 equals the OR of bit d1. 
3. If Gray bit g3 is 0, d3 equals bit d2. If bit g3 is 1, then bit d3 

equals the OR of bit d2. 
4. If Gray bit g4 is 0, d4 equals bit d3. If bit g4 is 1, then bit d4 

equals the OR of bit d3. 
Table 2 shows the binary to Gray code conversion. 
 

Table 2: table of binary and gray codes conversion 
DECMAL 
VALUES 

BINARY 
CODES 

GRAY 
CODES 

GRAY 
VALUES 

0 000 000 0 
1 001 001 1 
2 010 011 3 
3 011 010 2 
4 100 110 6 
5 101 111 7 
6 110 101 5 
7 111 100 4 
8 1000 1100 12 
9 1001 1101 13 
10 1010 1111 15 

 
4.1 SIMULATION OF GRAY CODED SIGNALS 
This simulation includes coding and decoding of a stream of 
data n=3x104 with over sampling rate nsamp=1 and the size of 
signal constellation M=16. The signal source generates a binary 
data stream ‘x’ as a column vector. The encoded bits in ‘x’ are 
converted to k-bit symbols using Gray coding conversion 

scheme before mapping to specific arrangement of points in 
the 16-QAM (Quadrature amplitude modulator) constellation. 
The mapped bits are further converted to integers. Stem plots 
of the first 40 bits of random signals and the first 10 of the 
random symbols are presented in Figs. 9 and 10 respectively.  
 

 
 

 
 

The 16-QAM modulated signal is sent over the AWGN chan-
nel with spectral noise density EbNo=10dB, using the com-
mand ynoisy=awgn(ytx,snr,’measured’). A scatterplot of a noisy 
signal at the channel output is shown in Fig. 11. 
 

 
The 16-QAM demodulator is used to demodulate the received 
signal at the receiver block. At this point, the bit-to-symbol 
mapping earlier done is demapped, while decimal to binary 
bits are mapped. Finally, after the received signal is converted 
from matrix to a vector form z, the BER is computed by com-
paring transmitted binary stream x and the received signal z. 

 

∑ =𝑛  ∑ 𝑙𝑔(𝑚𝑁𝑑2)𝑛−1
𝑖=1    (10) 

 

∑ =𝑛−1  ∑ 𝑙𝑔(𝑚𝑁𝑑2)𝑛−2
𝑖=1   (11) 

Fig. 9. Stem Plot random signals 

Fig. 10  Stem plot of random symbols 

Fig. 11 Scatterplot of received signal 
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From the simulation result the computed BER=0.0585 and the 
number of errors=23 were recorded during the run of the sim-

ulation.

 
Table 3: Simulation results for Gray coded signal 

 
 

5. CONCLUSION 
In this paper, simulations of convolutional coding and Gray 
coding were carried out and the performance results present-
ed. From the performance analysis, the convolutional coding 
technique is more efficient than Gray coding in their applica-
tions in wireless communication system.  The convolutional 
coding has a lower number of bit errors and BERs in a multi-
path fading channel than its counterpart.  This work offers an 
insight into the development of more efficient technique for 
coding signals in a wireless communication system.  The con-
volutional encoder provides an effective error control mecha-
nism with low BERs. An effective encoding technique such as 
this is an important element in the development of wireless 
communication system. 
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APPENDIX 
 
A. PROGRAM FOR CONVOLUTIONAL CODING 
% Convolutional coding technique 
M = 16; % Size of signal constellation 
k = log2(M); % Number of bits per symbol 
n = 5e5; % Number of bits being processed 
nsamp = 4; % Oversampling rate 
x = randint(n,1); % Random bit stream as column vector 
stem(x(1:40),'filled'); title('Random Bits'); xlabel('Bit Index'); 
ylabel('Binary Value'); %Stem plot the first 40 data bits. 
% Define a convolutional coding trellis for encoding the data 
t = poly2trellis([5 4],[23 35 0; 0 5 13]); % Trellis 
code = convenc(x,t); coderate = 2/3;% Encode. 
% Define a vector for mapping bits to symbols. 
mapping = [0 1 3 2 4 5 7 6 12 13 15 14 8 9 11 10].'; 
% Do ordinary binary-to-decimal mapping. 
xsym = bi2de(reshape(code,k,length(code)/k).','left-msb'); 
% Map codes using Gray mapping scheme 
xsym=mapping(xsym+1);  
% Stem Plot the first 40 symbols. 
figure;  stem(xsym(1:40)); title('Random Symbols'); 
xlabel('Symbol Index'); ylabel('Integer Value'); 
y = qammod(xsym,M); % Modulate using 16-QAM Modulator. 
filtorder = 40; % Define Filter order for filtering 
delay=filtorder/(nsamp*2); % Group delay ( input samples) 
rolloff = 0.25; % Rolloff factor of filter 
% Create a square root raised cosine filter. 
rrcfilter = rcosine(1,nsamp,'fir/sqrt',rolloff,delay); 
figure; impz(rrcfilter,1); % Plot impulse response. 
% Upsample and apply square root raised cosine filter. 
ytx = rcosflt(y,1,nsamp,'filter',rrcfilter); 
% Create eye diagram for part of filtered signal. 
eyediagram(ytx(1:2000),nsamp*2); 
% Sending signal over an AWGN Channel 
EbNo = 10; % Ratio of bit power-to-noise spectral density 
snr = EbNo + 10*log10(k*coderate)-10*log10(nsamp); 
ynoisy = awgn(ytx,snr,'measured'); 
% Filter received signal using square root raised cosine filter. 
yrx = rcosflt(ynoisy,1,nsamp,'Fs/filter',rrcfilter); 
yrx = downsample(yrx,nsamp); % Downsample. 
yrx = yrx(2*delay+1:end-2*delay); % Account for delay. 
% Scatter Plotting received signal before and after filtering. 
h=scatterplot(sqrt(nsamp)*ynoisy(1:nsamp*5e3),nsamp,0,'g.'); 
hold on;  scatterplot(yrx(1:5e3),1,0,'kx',h); 
title('Received Signal, Before and After Filtering'); 
legend('Before Filtering','After Filtering'); 
axis([-5 5 -5 5]); % Set axis ranges. 
zsym=qamdemod(yrx,M); % Demodulate using 16-QAM. 

% Symbol-to-Bit Mapping 
[dummy demapping] = sort(mapping);  
% Initially, demapping has values between 1 and M. 
% Subtract 1 to obtain values between 0 and M-1. 
demapping = demapping - 1; 
zsym = demapping(zsym+1); % Gray to binary mapping. 
z = de2bi(zsym,'left-msb'); % Decimal-to-binary mapping. 
% Convert z from matrix to vector. 
z=reshape(z.',prod(size(z)),1);  % Convert z in matrix to vector. 
tb = 16; % Traceback length for convolutional decoding 
z = vitdec(z,t,tb,'cont','hard'); % Decode. 
% Compare x and z to compute the number of errors and BER  
decdelay = 2*tb; % Decoder delay, in bits 
[number_of_errors,bit_error_rate] = ... 
biterr(x(1:end-decdelay),z(decdelay+1:end)) 
 
B. MATLAB PROGRAM FOR GRAY CODING 
% Gray coding technique 
M = 16; % Size of signal constellation 
k = log2(M); % Number of bits per symbol 
n = 3e4; % Number of bits to process 
nsamp = 1; % Oversampling rate 
x = randint(n,1); % Create random column vector bit stream  
stem(x(1:40),'filled'); title('Random Bits'); xlabel('Bit Index'); 
ylabel('Binary Value'); % Plot the first 40 bits in a stem plot. 
% Bit-to-Symbol Mapping 
mapping = [0 1 3 2 4 5 7 6 12 13 15 14 8 9 11 10].'; 
% Ordinary binary-to-decimal mapping. 
xsym = bi2de(reshape(x,k,length(x)/k).','left-msb'); 
xsym = mapping(xsym+1); % Binary to Gray mapping. 
% Stem Plot the first 10 symbols 
figure; stem(xsym(1:10)); title('Random Symbols'); 
xlabel('Symbol Index'); ylabel('Integer Value'); 
y = qammod(xsym,M); % Modulation using 16-QAM. 
ytx = y; % Transmit Signal 
EbNo = 10; % spectral noise density in dB 
snr = EbNo + 10*log10(k) - 10*log10(nsamp); 
% Send signal over AWGN Channel 
ynoisy = awgn(ytx,snr,'measured');  
yrx = ynoisy; % Received Signal 
% Scatter plot received and transmitted signals. 
h = scatterplot(yrx(1:nsamp*5e3),nsamp,0,'g.'); hold on; 
scatterplot(ytx(1:5e3),1,0,'k*',h); title('Received Signal'); 
legend('Received Signal','Signal Constellation'); 
axis([-5 5 -5 5]); hold off  % Set axis ranges. 
zsym = qamdemod(yrx,M); % Demodulation using 16-QAM. 
%% Symbol-to-Bit Demapping 
[dummy demapping] = sort(mapping);  
% Initially, demapping  has values between 1 and M.  
% Subtract 1 to obtain values between 0 and M-1. 
demapping = demapping - 1; 
zsym = demapping(zsym+1); % Gray to binary mapping. 
z = de2bi(zsym,'left-msb'); % Decimal-to-binary mapping. 
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z = reshape(z.',prod(size(z)),1); % Convert z in matrix to 
vector. 
% Compare x and z to compute the number of errors and BER. 
[number_of_errors,bit_error_rate] = biterr(x,z) 
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